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ABSTRACT

Internet of Things (IoT) are densely deployed in smart envi-
ronments, such as homes, factories and laboratories, where
many people have physical access to IoT devices. How to
authenticate users operating on these devices is thus an im-
portant problem. IoT devices usually lack conventional user
interfaces, such as keyboards and mice, which makes tra-
ditional authentication methods inapplicable. We present a
virtual sensing technique that allows IoT devices to virtu-
ally sense user ‘petting’ (in the form of some very simple
touches for about 2 seconds) on the devices. Based on this
technique, we build a secure and intuitive authentication
method that authenticates device users by comparing the
petting operations sensed by devices and those captured by
the user wristband. The authentication method is highly se-
cure as physical operations are required, rather than based
on proximity. It is also intuitive, adopting very simple au-
thentication operations, e.g., clicking buttons, twisting rotary
knobs, and swiping touchscreens. Unlike the state-of-the-
art methods, our method does not require any hardware
modifications of devices, and thus can be applied to commer-
cial off-the-shelf (COTS) devices. We build prototypes and
evaluate them comprehensively, demonstrating their high
effectiveness, security, usability, and efficiency.

CCS CONCEPTS

• Security and privacy → Authentication; • Networks

→ Mobile and wireless security.
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1 INTRODUCTION

As the cost of Internet of Things (IoT) enabling technologies
keeps decreasing, a wide range of devices have become smart.
According to Gartner, by 2022 a typical family home could
contain 500 smart objects [15]. A smart environment usu-
ally has multiple people (e.g., kids and adults, patients and
doctors, employees with different duties), who have physical
access to the deployed smart devices; but not all of them are
supposed to configure the devices and access potentially sen-
sitive information stored in them. Therefore, authenticating
IoT users is an important problem [21].
However, authentication for IoT devices is challenging

due to their unique characteristics. First, many IoT devices
lack traditional user interfaces, such as keypads and displays.
Authentication based on passwords is thus infeasible for such
devices. Second, due to cost constraints, it is probably un-
realistic to integrate costly hardware components, such as
fingerprint scanners and NFC readers, into them. Thus, au-
thentication via fingerprint scanning and NFC tokens is not
an option for those inexpensive devices. Third, IoT devices
are highly diverse in terms of embedded sensors, shape, size,
and installation, which makes it challenging to come up
with a uniform authentication approach. For example, voice
recognition can be used for person identification, but it re-
quires microphones, not to mention various attacks against
automatic speech recognition systems [4, 47, 71, 73, 74].
According to the characteristics of IoT devices (lack of

traditional UIs, cost constraints, and diversity), the following
requirements can be naturally derived for the authentication
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Table 1: Comparison with some existing techniques.

Method R1 R2 R3 R4 R5

TouchAuth [70] ✓ ✗ ✗ ✗ ✓

ShaVe/ShaCK [43] ✗ ✓ ✗ ✓ ✓

Move2Auth [75] ✓ ✓ ✓ ✗ ✗

SFIRE [16] ✓ ✓ ✓ ✗ ✗

P2Auth ✓ ✓ ✓ ✓ ✓

method for IoT devices. It should (R1) have no dependency
on unusual interfaces or specific sensors; (R2) work with
commercial off-the-shelf (COTS) devices without requiring
hardware modifications; and (R3) have no assumption about
the sizes and installations of devices. In addition, like authen-
tication for desktops and smartphones, the authentication
technique should be (R4) secure and (R5) reliable.
None of the existing authentication techniques meet all

the requirements. Table 1 summarizes the strengths and
drawbacks of existing approaches. For example, TouchAuth
performs authentication by having the user wearing a cus-
tomized wristband touch an analog-to-digital (ADC) pin of
the IoT device [70]. It does not meet R2, since it requires
hardware modifications of the device to expose an ADC pin.
It does not satisfy R3, as the approach only works with de-
vices installed indoors. Its security (R4) is also questionable
(see Section 8).

We notice that some techniques proposed for pairing IoT
devices may be adapted to the authentication purpose. By
shaking the user’s smartphone and the smart object (held
together in one hand) [43], the shared movement sequence
can be used for authentication. However, it violates R1 and
R3, as the approach assumes the smart object contains an
accelerometer sensor and the object should be shakable (i.e.,
small and mobile). BothMove2Auth [75] and SFIRE [16] estab-
lish authentication by moving the user’s smartphone around
the IoT device and then compare the RSS (Received Signal
Strength) changes with the smartphone sensor trace. How-
ever, the proximity-based approach can be exploited when
multiple devices are near the smartphone (or the attacker
relays the signals of a remote target device). Thus, they do
not satisfy R4. Besides, they are not reliable to be used in an
environment that has active persons or objects (i.e., fail to
satisfy R5), as RSS is likely to be interfered with by walking
people or moving objects.

We present an authentication method, named Pet-2-Auth
(P2Auth, for short), that satisfies all the requirements. It is
built upon a technique called virtual sensing that allows IoT
devices to virtually sense critical events when the user ‘pets’
(in the form of some very simple operations) the device. For
example, a critical event during twisting a knob is the motion
changing the twisting direction. Based on that, the authenti-
cation method authenticates users by comparing the critical

events sensed by devices and those captured by user wrist-
bands. It can be applied to COTS devices without requiring
any unusual interfaces, specific sensors or hardware modifi-
cations. It can work with devices no matter they are mobile
or mounted, large or small, installed indoors or outdoors.
This method is highly secure and reliable as physical oper-
ations are required, rather than based on proximity, and is
resilient to mimicry attacks.1

While there are many aspects to describe those authentica-
tion operations, such as velocity, displacement, acceleration,
and noise, they usually require specific sensors. Our obser-
vation is that every smart device contains a clock. We thus
propose to build the virtual sensing technique on the device
clock, and use timestamps to describe those key points (i.e.,
critical events) during authentication. For example, many IoT
devices have rotary knobs, and our authentication approach
only needs the user wearing a wristband (or holding a smart-
phone) to twist a knob back and forth for a few times. The
virtual sensing technique allows the IoT device to describe
the twisting operations using a sequence of timestamps cor-
responding to the direction-changing motions. The times-
tamps are then compared with the sensor trace captured
by the inertial measurement unit (IMU) of the wristband to
evaluate their correlation. If they correlate, the user identity
is established using the one carried by the wristband. It is
worth noting that our approach is not based on behavioral
biometrics and thus does not rely on any user habits.
We have implemented prototypes applying P2Auth and

performed extensive experiments on devices of three most
common types of UIs, including knobs, buttons, and touch-
screens. The results show that P2Auth (1) achieves high
authentication accuracies (e.g., AUC=0.999 for buttons and
touchscreens, and AUC=0.997 for knobs); (2) performs the au-
thentication very quickly (less than 2.5s); (3) has low energy
consumption; and (4) is resilient to mimicry attacks.

We make the following contributions.
• Based on the unique characteristics of IoT devices, we
identify important requirements that should be met
by an authentication method for IoT devices.

• We propose a virtual sensing technique, for sensing
and describing operations on devices, that is estab-
lished on the clock embedded in every IoT device. Thus,
it does not require any special sensors or hardware
modifications of IoT devices.

• Based on the virtual sensing technique, we propose
a novel authentication method that only needs a few
very simple operations on devices. It is the first au-
thentication method that satisfies all the requirements.

1Devices that do not support physical operations, like motion sensors, do
not have the need for authenticating physical operations and hence are not
considered in our work.
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Figure 1: Architecture of P2Auth (twisting a knob as an example).

(a) Twisting. (b) Clicking. (c) Swiping.

Figure 2: Authentication gestures.

• We implement the proposed authentication method in
prototypes and comprehensively evaluate them.

The rest of the paper is organized as follows. Section 2
presents the system overview. Section 3 covers the detailed
system design and security analysis. Section 4 describes the
implementation details. Section 5 introduces how we collect
the data and build the datasets. Section 6 presents the eval-
uation results, and the user study results are discussed in
Section 7. The related work is presented in Section 8. The
paper is concluded in Section 9.

2 SYSTEM OVERVIEW

Given an IoT device, regardless of its shape, size, installation
or embedded sensors, our goal is that a user can authenticate
herself through some simple and quick physical operations
on the device. Acknowledging that the user interfaces of IoT
devices are diverse, here we use a device with a rotary knob
to illustrate an overview of the authentication method (and
will discuss operations on various UIs in Section 3.1).

Figure 1 shows the architecture of P2Auth, where a user
wearing a wristband (such as a smartwatch, a fitness tracker,
and a smart ring [29]) twists the knob back and forth for a
few times to finish the authentication. In the process, the
virtual sensing technique allows the device to makes use of
its clock to describe the twisting operations as a sequence
of timestamps, while the IMU of the wristband represents
the operations as a sequence of accelerometer/gyroscope
readings. A server then evaluates whether the two sequences
of data correlate. If so, the identity of the current device user
is established as the wristband owner.
Is a wristband required? No, the user can opt to hold her
smartphone in hand to perform the authentication opera-
tions. Our work mainly examines the wristband for two
reasons. First, if an employee needs to operate on many
devices, wearing a wristband is more convenient than hold-
ing a phone. Moreover, while twisting large knobs like the
Nest thermostat is not an issue, the user experience of twist-
ing small knobs with a phone held in the hand is not good.
Second, the smartphone being held in the hand is closer to
fingers and hence can sense the finger operations better than

wristbands; therefore, if our system can work well with wrist-
bands, it should also work well with smartphones, which is
verified in our evaluation.
Is a server needed? No, the correlation evaluation can be
performed by the IoT device or the wristband as well. It is
largely an engineering choice depending on which should
be trusted and the authentication purposes. If the server
is not used, a wristband-to-thing communication channel,
such as Bluetooth or Wi-Fi, is needed; plus, either the IoT
device shares a key with the wristband of each valid user
beforehand, or digital certificates are used to establish a
session key to ensure the communication security. All the
techniques in Table 1, when used for the authentication
purpose, share this requirement. Meanwhile, some other
techniques, such as passcodes and fingerprints, do not have
this requirement.
Assumptions. (1) The wristband is paired with the server
using a secure pairing method [34, 38], and a secret master
key is shared between them. So is the IoT device. (2) The com-
munication between the wristband/IoT device and the server
is encrypted and private. This can be accomplished with
Transport Layer Security (TLS) using a session key derived
from the master key, and TLS is feasible on mote-class plat-
forms [70], but other schemes may work as well. (3) When
the wristband is taken off, it can detect this, upon which the
authentication process is deactivated. When the user puts on
the wristband, she needs to authenticate herself to the band
using a PIN, after which the authentication process runs
in the background. Both techniques are available on smart-
watches such as Apple [27] and Android Wear watches [5].
(4) The device has a minimal feedback channel (e.g., an LED
or a beeper) [43]. We use it to tell users whether the device
status is locked (it accepts authentication), in-authentication,
or unlocked. (5) Legacy IoT devices support software updates
for adopting our authentication approach. The same or sim-
ilar assumptions are used in many prior wristband-based
authentication works [41, 70].
Threat model. The adversary A intends to fool the authen-
tication system, such that whenA operates on the target IoT
device Da , the authentication system incorrectly accepts A



as the victim user V wearing a wristbandWv . We consider
the following types of attacks.
Attack-I : When V is doing non-authentication activities

(such as walking, typing, and playing phones), A launches
attacks to make the authentication system incorrectly believe
that A’s operations on Da correlate with the motions of
Wv . For example, V may walk with arms swinging, andWv
senses a sequence of motions. At the same time, A performs
authentication operations onDa in an attempt to align each
operation on Da with the motion of Wv .

Attack-II : When V is performing an authentication on an-
other deviceDv ,Amay launch attacks onDa by mimicking
V’s operations.Amay have following three levels of capabil-
ities to launch this type of attacks. (a) A cannot directly see
V’s hand movements due to certain obstructions. (b) A can
clearly see V’s operations on Dv . (c) Besides a clear view, A
is familiar with the authentication system and knows what
information is critical for a successful authentication, which
helps A focus on key hand movements of V.

Attack-III :A can launch energy attacks [69] by performing
repetitive interactions with Da to initiate authentications.
This will cause unnecessary energy consumption on both
the IoT device and valid wristbands.

Our work can defend against all the three types of attacks
above. The defenses are discussed in Section 3.5.
Attacks beyond scope. A may be equipped with a camera
and a computer assisted by computer-vision techniques to
capture and analyze V’s hand movements and reproduce
them on Da timely. Such attacks can defeat our approach
but they require an attacker-controlled camera that captures
V’s operations and a robot to reproduce them.

When an authentication process starts, the server needs to
contact the wristbands of all the valid users of the IoT device
(detailed in Section 3.2), which leaks the information that
“someone is trying to authenticate.” This leads to privacy
leakage and may be exploited by attackers. How to address
it is out of the scope of this paper.

Denial-of-Service is possible by jamming the wireless traf-
fic. But if failed authentications occur repetitively, the system
can alert security staffs to investigate. Besides, there already
have some mature solutions [2, 49] to jamming attacks.

3 SYSTEM DESIGN

In order to implement the “pet-to-auth” goal, there are mul-
tiple tasks to be resolved. First, how to design usable and
effective authentication operations (Section 3.1)? Second,
how to trigger the authentication procedure (Section 3.2)?
Third, how to represent the authentication operations on
the IoT device side and the wristband side (Section 3.3)?
Fourth, how to accurately compute the correlation of the
data captured on the two sides (Section 3.4)?

Table 2: Physical user interfaces of IoT devices (these

devices are surveyed because they are among themost

popular IoTs rated by customers [20, 23, 50, 63]).

Interface Devices

Knob
(6/27)

Nest Thermostats; Dial Phidget (HIN1101_0);
August Smart Lock Pro;
Leviton RC-2000WH Omnistat2;
Skydrop - Sprinkler Controller;
Vine Wi-Fi Programmable Thermostat.

Button
(16/27)

Amazon Echo; AWS IoT Button;
Triby Smart Speaker; iRobot vacuum;
Logitech POP Smart Button;
Ring Video Doorbell Pro; Lockitron;
Scout Door Lock; August Smart Keypad;
Chamberlain Wireless Keypads;
Schlage Connect Smart Deadbolt;
Samsung SHS-3321 Digital Door Lock;
Mr. Coffee Smart Coffeemaker;
Logitech Harmony Elite Smart Controller;
Emerson Sensi Smart Thermostat;
Leviton RC-2000WH Omnistat2.

Touch-
screen
(8/27)

Google Home Hub; June Oven;
Vine Wi-Fi Programmable Thermostat;
Honeywell Smart Thermostats;
Hydrawise Smart Irrigation Controller;
Logitech Harmony Elite Smart Controller;
Emerson Sensi Touch Smart Thermostat;
Bosch Smart Thermostats (BCC100).

Multi-UI
(3/27)

Leviton RC-2000WH Omnistat2;
Vine Wi-Fi Programmable Thermostat;
Logitech Harmony Elite Smart Controller.

3.1 Design of Authentication Gestures

An authentication gesture is a series of operations performed
by a user on the IoT device for authentication. The authenti-
cation gesture should be able to be sensed and described by
both the wristband and the device. To devise effective and
usable authentication gestures, the interaction interfaces of
devices should also be taken into consideration.

Table 2 lists some of the popular IoT devices on the market
and their UIs. Our survey shows that knobs, buttons, and
(usually small) touchscreens are three most common types
of UIs. Accordingly, as shown in Figure 2, we design the
three authentication gestures. (1) Twisting knobs back and
forth: when twisting the knob, the micro-controller on the de-
vice can detect the amount of current twisting. (2) Repetitive
button clicks: it will generate consecutive ButtonDown and
ButtonUp events that can be sensed by the device. (3) Zig-zag
swiping on touchscreens2: a touchscreen supports a variety of
2Using PINs (or pattern passwords) on a touchscreen might be good for
single-user scenarios. But if there are multiple users and the user identity is
needed for access control, each user may have to set a username and input
it every time. In addition, if there are many devices, remembering many



gestures (i.e., a large design space); after numerous failures
(e.g., drawing circles, writing specific characters), we found
this gesture can lead to accurate and usable authentication.
Plus, it can work well on even very small touchscreens.
These gestures are easy to perform and distinct enough

from everyday activities (see Section 3.2). More importantly,
each gesture involves abrupt direction/speed changes, which
makes it feasible to sense and describe the gesture on both
the device side and the wristband side (see Section 3.3).

3.2 Triggering the Authentication Process

Once an IoT device in the locked status detects a trigger
operation, i.e., turning a knob, pressing a button, or swiping
on a touchscreen, it initiates the authentication procedure by
contacting the server, which then immediately contacts the
wristbands of all permitted users to collect IMU data. This
way, the user does not need to operate on her wristband to
initiate the authentication. Optionally, proximity detection
techniques (e.g., based on geolocation, RSSI or Bluetooth) [33,
41] can be deployed to optimize this step by only contacting
wristbands within the proximity of the device.

Next, the IMU readings of each wristband are fed to a
binary classifier (one for each of the authentication gestures)
to determine whether or not the user is performing an au-
thentication gesture. Only if a wristband passes the classifier
checking, does its data participate in the subsequent steps of
correlation computation for authentication (Section 3.3-3.4).
This step is only used for excluding those users who are do-
ing non-authentication activities (e.g., walking, sleeping, and
using computers). It is critical to note that our authentication
system does not rely on any behavioral habits of a user (i.e.,
behavioral biometrics).
We choose SVM to build the classifier, which is effective

in the task of activity recognition [25, 52]. Daily activities,
such as “walking”, “using computers”, “using phones”, are
considered as the negative training samples. We use radial
basis function (RBF) as our non-linear kernel, and adopt the
standard features described by Kwapisz et al. in their work
on activity recognition [35]. Specifically, 43 features belong-
ing to the following 6 types are extracted: Average; Standard
Deviation; Average Absolute Difference; Average Resultant
Acceleration/Gyroscope; Time Between Peaks; and Binned
Distribution. We refer the readers to [35] for a detailed de-
scription of each type of features.

3.3 Representing Authentication Gestures

When a user performs the authentication gesture, it produces
a series of inputs to the device as well as changes in the mo-
tion data of the wristband. We first present how to represent

PINs is burdensome (while using the same PIN across devices is not a secure
practice). Furthermore, PINs suffer from shoulder-surfing attacks.

an authentication gesture at the device and the wristband.
(How to make use of the extracted information for authenti-
cation is presented in Section 3.4.) The main challenge is that
the diverse IoT devices and wristbands are heterogeneous;
however, we need to come up with representations that are
feasible on all of them and, moreover, comparable.

3.3.1 Failed Attempts. One may attempt to directly com-
pare the two data sequences (one from the device and the
other from the wristband). For button clicking, it is diffi-
cult to do so, as they capture completely different infor-
mation: the device provides very scarce information (i.e.,
ButtonDown/ButtonUp and their time), while the wristband
IMU provides rich information, e.g., dense acceleration data.
It is possible to extract some motion information (e.g.,

velocity) from knob twisting; but its motion information is
one-dimensional, while the motion data from the wristband
is three-dimensional. To compare the two kinds of motion
data, we need to find a way to convert the wristband’s data
into one-dimensional, but there is another challenge—the
relative orientation between the wristband and device can
greatly vary among users and authentication instances.

The same issue above is found when comparing the wrist-
band’s motion data and the two-dimensional motion data
extracted from touchscreen swiping. One alternative way
is to extract the movement trajectory from both the touch-
screen data and wristband data. For the touchscreen, it is
easy to do so by recording the coordinates of each touch
point. But fine-grained trajectory inference based on wrist-
band inertial sensor data is still an unresolved problem due
to the following reasons [60, 61, 72, 77]: a) the gravity has
impacts on the accuracy of orientation projection; b) double
integration of the acceleration can cause errors which get
worse with time; c) the gyroscope also drifts with time.

3.3.2 Gesture Representation on IoT devices. We propose the
virtual sensing technique that allows an IoT device to sense
and describe an authentication gesture without requiring any
specific sensors. A key observation is that a clock exists in
every smart device. Virtual sensing thus first extracts critical
events (event, for short) from an authentication gesture, and
then describes each event using a timestamp corresponding
to the event occurrence time. This way, an authentication
gesture is represented as a series of timestamps. Below we
describe virtual sensing for each UI type in detail.
Knob twisting. The event in this case is the abrupt change
in the rotation direction. Let t (1)e be the end time of the first
rotation and t (2)s be the start time of the subsequent (i.e.,
second) one. The difference between t (1)e and t (2)s corresponds
to the short pause for changing the direction, as shown in
Figure 3(a) (note that the right y axis indicates the rotation
direction: clockwise with larger y value and anti-clockwise
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Figure 3: Representations for the three types of authentication gestures.

with smaller y value). For this gesture, we have two series of
timestamps of the direction change events derived from the
IoT device inputs as follows.

{t (1)e , t
(2)
e , . . . , t

(n−1)
e } and {t (2)s , t

(3)
s , . . . , t

(n)
s }

Then we combine t (i)e , t
(i+1)
s and replace them with t (i) =

1
2 (t

(i)
e +t

(i+1)
s ) to represent the time of the ith direction change.

This way, we obtain SD = {t (1), t (2), . . . , t (n−1)}.
Button clicking. A click on button contains two critical
events: ButtonDown and ButtonUp, as shown in Figure 3(b),
which are represented using two different timestamps: t (i)d

and t (i)u , respectively. We extract two sequences of times-
tamps for these events.

{t (1)d , t
(2)
d , . . . , t

(n)
d } and {t (1)u , t

(2)
u , . . . , t

(n)
u }

Since a ButtonDown and a ButtonUp are always coupled,
we combine them as a tuple for convenience of data com-
parison. We thus obtain a sequence of timestamps: SD =
{(t (1)d , t

(1)
u ), (t (2)d , t

(2)
u ), . . . , (t (n)d , t

(n)
u )}.

Screen swiping. This gesture produces a more sharp edge
at the moment of changing direction than knob twisting,
as shown in Figure 3(c). The reason is that the direction
change of zig-zag swiping on screen is usually conducted
with a shorter pause time. Similarly, we also extract a time
sequence SD = {t (1), t (2), . . . , t (n−1)}, where t (i) is the end
time of the ith swiping.

3.3.3 Gesture Representation on Wristbands. When explor-
ing the gesture representation on wristbands, an interesting
finding is that, between the two types of IMU data (i.e., ac-
celeration and gyroscope), one is more useful than the other
depending on the gesture.
Knob twisting. A gyroscope can be used for measuring the
rate of rotation (i.e., angular velocity), which makes it a good
fit for this case. It usually provides three-axis measurements,
[дx ,дy ,дz ] along the x , y and z axis, respectively. Instead of
examining the signal in each axis, we compute the square

root values of the gyroscope data: д =
√
д2x + д

2
y + д

2
z . The

combined gyroscope data yields a reliable performance (see
Section 6.2) regardless of the wristband’s orientation.
As shown in Figure 3(a), we observe that when the gyro-

scope decreases to a valley point (due to a rotation pause),
it corresponds to a direction-changing event captured by
the IoT device. We thus extract a sequence of timestamps
of all the valleys in gyroscope data, which correspond to
the critical events. The time sequence is denoted as: SW =
{t̂ (1)v , t̂

(2)
v , . . . , t̂

(m)
v }.

Button clicking. Given a button clicking, the acceleration
data contains salient points corresponding to the two de-
vice events: ButtonDown and ButtonUp. When the user’s
finger moves towards to the button and presses it down
(ButtonDown), the acceleration reaches to a peak because
the finger’s moving speed suddenly decreases to zero. At
the moment of ButtonUp, a valley appears in the accelera-
tion because the finger starts to move away from the button.
When the finger moves away furthest and stops in the air
for a short temporary time, there is a subsequent peak point;
and when it starts to move towards to the button again, a
subsequent valley.

We thus extract the peak and valley points of each falling
edge, as shown in Figure 3(b).

{t̂ (1)p , t̂
(2)
p , . . . , t̂

(m)
p } and {t̂ (1)v , t̂

(2)
v , . . . , t̂

(m)
v }

For comparison convenience, we combine each pair of peak
and valley that corresponds to a falling edge, and derive the
following sequence.

SW = {(t̂ (1)p , t̂
(1)
v ), (t̂ (2)p , t̂

(2)
v ), . . . , (t̂ (m)

p , t̂
(m)
v )}

Screen swiping. Each direction change of the swiping pro-
duces a salient point in the gyroscope data trace. In Fig. 3(c),
the point corresponds to a valley, due to a slow down in rota-
tion at the end of a swiping. We obtain a series of timestamps
of the valleys in the gyroscope data: SW = {t̂ (1)v , t̂

(2)
v , . . . , t̂

(m)
v },

where t̂ (i)v is the time of the i-th valley.



3.4 Data Correlation Computation

Once the two timestamp sequences SD (from the device) and
SW (from the user’s wristband) are extracted, the next step
is to compute a correlation score between them to deter-
mine whether the user should be authorized. We have two
observations for evaluating the correlation.

The first one is based on concurrence. For each timestamp
t in SD , there should be a corresponding timestamp t̂ in SW
that is close to t . A large distance between t and t̂ implies a
low correlation. Moreover, there should be no extra times-
tamps in SW between two consecutive timestamps in SD .

The second observation is based on consistency—the time
difference between any two concurring timestamps t and t̂
should be consistent. For each authentication, the difference
mainly comes from the small time difference between the
clocks of the device and the wristband (although we imple-
ment the time synchronization, a small difference still exists).
Thus, if t̂ is ∆T after t at the beginning of the authentication,
it should always appear after t for about ∆T time through
the authentication. We define a pair (t , t̂) that yields a time
difference distant from other pairs as an outlier pair, and
their time difference as an outlier difference.
We use a machine learning classifier to determine the

correlation of two time sequences. Below, we present the
feature vector and the machine learning algorithm.
Feature vector. The feature vector consists of features based
on the two observations above: (1) Time difference: the time
difference between each t in SD and the closest correspond-
ing t̂ in SW ; (2) Secondary time difference (only for button
clicking): the time difference between each t and the sec-
ond closet corresponding t̂ ′; (3) Non-correlated event number
(only for knob twisting and screen swiping): the number of
extra valley points in SW between two consecutive device
events; (4) Standard deviation: standard deviation of the time
difference features; (5) MAD: median absolute deviation of
the time difference features; (6)Modified z-score: the modified
z-score of the time difference features; to detect an outlier
difference, we adopt the modified z-score that is widely used
for finding outliers far away from the central point [26]. For
each pair of time sequences (SD , SW ), we compute its feature
vector as the input of the classifier.
Classifiers. We consider three widely used classifiers: Sup-
port Vector Machine (SVM), k-Nearest Neighbors (kNN) and
Random Forest (RF). SVM has been successfully applied to
resolve many classification problems [11, 14, 53, 73, 78]. It is
capable of deducing non-linear relations between the values
in the feature vector to predict a matching score. We use the
library of Scikit-learn [48] to train an SVMwhich implements
the Sequential Minimal Optimization (SMO) algorithm [10].

For comparison, we implement kNN and RF. During train-
ing, kNN computes the distance between any two samples in

the dataset and determines the distance threshold to separate
two classes. During testing, each sample is assigned to a class
based on the vote of its neighbors. RF is an ensemble method
that constructs a number of decision trees and outputs the
class label with the most votes from all models.

3.5 Security Analysis

We analyze the resilience of our system to the three types
of attacks described in the Threat model in Section 2. The
experimental results are presented in Section 6.7.
Attack-I : The attacker A may launch attacks when the

victim user V is walking or using a computer. Our evalu-
ation shows that the binary classifier (see Section 3.2) can
effectively defeat such attacks by recognizing the hand move-
ments of V as not an authentication gesture. Moreover, even
the classifier makes a mistake (at a very low probability; see
Section 6.1) by classifying it as an authentication gesture,
the attack still needs to bypass our defense against Attack-II.

Attack-II (a): This probably corresponds to the most com-
mon attack scenario. Without clearly seeing V’s hand move-
ments, it is challenging for A to determine the exact occur-
rence time of each input event generated by V and reproduce
them on the target device in real time.
Attack-II (b): It provides an ideal attack environment,

whereA can clearly seeV’s hand interactionswith the device,
it is still challenging for A to perfectly mimic V’s actions
in real time. Average human reaction time is larger than
200ms [17, 30, 44]. Such time difference can be detected by
our algorithm.

Attack-II (c): It considers a more powerful attacker who is
familiar with our system and knows what events among the
device inputs are critical for authentication. Thus, A may
only focus on these input events and try to generate similar
events at the same time on the target device. However, it is
still difficult forA to consistently align each input event with
that of V in real time due to human reaction time [17, 30, 44].
Attack-III : To defend against such attacks, an RSSI based

proximity estimation is a solution. If a valid user is operat-
ing on an IoT device, her wristband should sense relatively
strong RSSI from the device. When the server queries the
user wristband, it provides the initiating IoT device’s ID. A
wristband participates in the subsequent authentication only
if it senses a high RSSI value from the initiating IoT device.
Moreover, if an attacker repetitively triggers authentication
failures, the system can warn the security staff, or freeze that
IoT device for a while.

4 OTHER IMPLEMENTATION DETAILS

Server. The server performs these main functions: 1) estab-
lishing TLS connections with wristbands and IoT devices;
2) running the binary classifier for gesture recognition and



Figure 4: Five devices are used in our experiments, in-

cluding two knobs (a large knob labeled as 1, and a

small one labeled as 2); two keypads (a plastic keypad

labeled as 3, and a rubber one labeled as 4; in either

case, we only use one button for authorization); and a

Google Nexus 5 smartphone labeled as 5.

extracting timestamps from the received wristband data; 3)
running the authorization classifier and notifying the re-
sults. Optionally, the second function can be performed on
the wristband to reduce the amount of transmitted data; we
leave this for future work.
Wristband. We implement an application to collect the
wrist’s motion data on the LGW200 smartwatch that runs the
latest AndroidWear 2.0. The smartwatch has a Bosch BMI160
inertial measurement unit embedded with a triple-axis ac-
celerometer and gyroscope. The original data sampling rate
used in our study is set to 100Hz.
IoT devices. A variety of IoT devices/prototypes are used in
our experiments, as shown in Figure 4. (1) Two knob-based
devices. Two different sizes of knobs are used: a large knob
labeled as 1, and a small one labeled as 2. The large knob
is a volume controller for desktops; we write an interface
function to read its rotation data. For the small knob, we
use an Arduino board MKR1000 to build its interface. (2)
Two button-based devices. Two keypads of different materials
are used: a plastic keypad labeled as 3, and a rubber one
labeled as 4. The plastic one has a Bluetooth module to com-
municate with the server. An Arduino board MKR1000 is
adopted to interface with the rubber keypad, and the data is
sent to the server via the Wi-Fi module of MKR1000. (3) One
touchscreen-based device. The smartphone, Google Nexus 5X
manufactured by LG, is used. We implement an application
to collect the touch trajectory on the screen and record the
coordinates of each touch point in the xy-plane of the screen.

5 DATA COLLECTION

We recruit 22 participants: 13 males and 9 females with age
ranging from 18 to 41. (a) Each participant is asked to wear
a smartwatch and authenticate on each of the three devices
for 20 times, including the large knob, the plastic keypad,
and the smartphone. Their activity data is used to build
Dataset I (Section 5.1), Dataset II (Section 5.2), and Dataset
III (Section 5.3). (b) 10 out of the 22 participants perform
non-authentication activities, and their activity data is used

as negative samples in Dataset I (Section 5.1). (c) 20 out of
them take part in the study of mimicry attacks (Section 6.7).

5.1 Dataset I for Gesture Recognition

P2Auth implements a gesture recognizer for each of the
three authentication gestures. To study its performance on
gesture recognition, 10 participants are asked towear a smart-
watch and perform the four non-authentication activities: (a)
walking for 10 minutes; (b) typing two randomly assigned
paragraphs on a desktop, which generally takes 5–10 min-
utes; (c) playing their own smartphones for 10 minutes; and
(d) performing any other activities they want for 10 minutes.

This dataset only contains smartwatch data. We have 440
(= 22 × 20) positive samples for each type of authentication
gestures. For each positive sample, we randomly take a piece
of data that have the same length as the positive sample from
one of the above four activities to build the negative sample.
We obtain 440 negative samples as well.

5.2 Dataset II for Authorization Classifier

Correlated sensor data pairs.Whenever a participant per-
forms an authentication gesture on a device, we collect one
correlated sample consisting of the data pair from the partici-
pant’s smartwatch and the device. Thus, our dataset contains
1,320 (= 22 × 20 × 3) correlated pairs, each with a label = 1.
Uncorrelated sensor data pairs. Assuming two users (µ1,
µ2) perform the same authentication gesture at the same time,
the time sequence SD1 from µ1’s device and the time sequence
SW2 from µ2’s smartwatch constitute an uncorrelated time
sequence pair. Note that other users who do not perform an
authentication gesture of the same type are mostly filtered
by our gesture recognizer and are not considered further.
To build such an uncorrelated sample, we perform time

alignment for each pair of authentications randomly selected
from two users, such that the authentications can be consid-
ered as starting at the same time. As studies [17, 30, 44] have
demonstrated that the best audio/visual reaction time of hu-
man is greater than 50ms (generally between 100–300ms),
even for athletes, we shift the timestamps of SW2 to make
the starting time difference between SD1 and SW2 within the
range of [−300,−50]ms or [50, 300]ms. We finally generate
1,320 uncorrelated pairs, each with a label = 0.

5.3 Dataset III for Multiple-User Scenario

It is common that multiple users may use the same type of
devices at the same time. Note that for devices of different
types, the authentication gestures can be used to distinguish
users. We built a dataset to exam if P2Auth works well on
the multiple-user scenario.
Figure 5 depicts the scenario where n users are authenti-

cating to n button-based devices at the same time. Take the
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Figure 5: Multiple users simultaneously authenticate

to different devices of the same type.

device D as an example, once P2Auth detects that a user
wants to access D, it finds multiple nearby smartwatches
performing the same gesture and compares D’s input se-
quence with the motion data of each of these smartwatches
to authenticate the right user.
We consider different k-user scenarios with varying k ,

where k ∈ [2, 20]. For each k-user scenario, given a time
sequence SD of the device D and SW of the legitimate user’s
smartwatch, we randomly choose another k-1 users and
for each user we select a smartwatch time sequence of the
same authentication gesture to construct a sample with k
smartwatches. We then perform time alignment, such that
the k users are considered as authenticating at the same time.

6 EVALUATION

We conducted three in-lab studies to evaluate P2Auth on
its accuracy, stability, efficiency, resilience to attacks, and
usability. The first study evaluates the accuracy, stability and
efficiency of our system (Section 6.1-6.6). The second study
examines its resilience to mimicry attacks (Section 6.7). The
last study learns about users’ perception of the usability of
P2Auth (presented in Section 7). We also compare our work
to existing work on user authentication (Section 6.8). Our
studies were approved by IRB at our university.
Metrics.We use False Rejection Rate (FRR) and False Accep-
tance Rate (FAR) to evaluate the performance of our system.
FRR is the fraction of the positive testing data that is mis-
classified as negative—it tells us how frequently our system
denies an authorized user’s access. FAR is the fraction of
the negative testing data that is misclassified as positive—it
tells us how frequently our system accidentally grants an
unauthorized individual access to the IoT device. We also
report Equal Error Rate (EER) and Area Under The Curve
(AUC) of Receiver Operating Characteristics(ROC) curve.

A lower FRR indicates that the system makes fewer mis-
takes for authorized users, resulting in better usability as
fewer authorized users need to authenticate again. On the
other hand, a lower FAR indicates better effectiveness of the
system in preventing adversaries from gaining access. Thus,
a low FAR is good from the security point of view.

6.1 Accuracy of Gesture Recognition

We use Dataset I in this experiment. We adopt the 10-fold
cross-validation to evaluate each gesture classifier. In a 10-
fold cross-validation, the data is randomly divided into ten
equal-sized pieces. Each piece is used as the testing set with
training done on the remaining 90% of the data. The testing
results are then averaged over the ten cases. The average false
negative rate—the possibility of failing to identify the au-
thentication gesture—is 0.0045, 0.0023, and 0.0045 for button
clicking, knob rotation, and screen zig-zag swiping respec-
tively. Take the screen zig-zag swiping as an example, our
classifier is able to distinguish zig-zag swipings from other
activities including normal operations on the phone (e.g.,
casual swiping, taping, and scrolling) with an accuracy of
99.55%. Therefore, the gesture classifiers are able to filter out
users who are not doing an authentication gesture.

6.2 Accuracy of Authorization Classifier

We use Dataset II to evaluate the authentication classifier. We
adopt the methodology of Leave-One-Subject-Out (LOSO)
which is widely used in evaluating authentication system [9].
In LOSO, we test each subject using the classifier trained
with the other 21 subjects’ data. We compute the average
performance over all the subjects. Through this, we exam-
ine whether our classifier is user independent—whether it is
independent of user profiling and can work for unseen users.
Figure 6(a) shows the average ROC curves of 22 subjects

for the three authentication gestures. Specifically, when the
threshold is set to 0.53 for buttons, 0.63 for knobs, and 0.87
for touchscreens, P2Auth obtains an EER of 0.007, 0.021
and 0.009, respectively. Note that the threshold can be set
higher for better security but worse usability, and vice verse.
Figure 6(b) shows the FAR and FRR of knob authentication
by varying the threshold value.
We denote the FAR of the gesture recognizer as e1 and

the FAR of the authorization classifier as e2. By combining
the two components, the overall probability of incorrectly
rejecting a legitimate user can be estimate theoretically as
1 − (1 − e1) ∗ (1 − e2): that would be 0.011, 0.023, and 0.013,
respectively, for the three types of authentication gestures.

6.3 Multiple-User Setting

Wenext consider amore challenging scenario wheremultiple
users use different devices at the same time. For example,
user 1 (wearing a wristbandW1) is using a device (D1) while
user 2 (wearing a wristbandW2) is using another device (D2)
at the same time. In this case, the authentication system has
to compare the timestamp data of D1 with that of W1 and
W2. As the user number increases, the possibility that D1 is
incorrectly identified as being correlated with some user’s
wristband (Wi ) might increase.
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Figure 6: (a) The average ROC curves with AUC and EER of 22 subjects.
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concurrent authentication.

In this scenario, to identify the legitimate user for a device,
P2Auth adopts a ranking-based mechanism on the correla-
tion scores for all the nearby wristbands that perform the
same authentication gesture: 1) the score for the legitimate
user should be higher than the threshold determined in Sec-
tion 6.2; and 2) it is the largest one among all the scores.
Figure 7 shows the FAR when multiple users try to au-

thenticate to the same type of devices at the same time. For
instance, in the 10-user scenario, P2Auth achieves an FAR
lower than 0.02 with each type of authentication gestures.

When the number of users simultaneously authenticating
to the same type of IoT device becomes larger, the possibility
that an uncorrelated users satisfies the false acceptance con-
straints might increase—as a result, the FAR may increase. To
handle this, P2Auth can adopt the collision-based strategy.
That is, if more than one wristbands have a correlation score
higher than the threshold, P2Auth rejects all wristbands
and requests the users to re-authenticate. The drawback is
that the legitimate users have to re-authenticate for each
collision, which harms the usability. But if the security has
a high weight for a smart environment of large scale, the
collision-based strategy is a good fit.

6.4 Stability

We use Dataset II to evaluate the system stability with differ-
ent parameters and experimental settings.
Impact of classifier.We compare the performance of three
classifiers, including SVM, kNN and RF, to determine the
best one. Parameters of each classifier are tuned to achieve
the best performance. For SVM, we examine the linear, poly-
nomial and radial basis function (RBF) kernels, and finally
adopt RBF. After the grid search, we set the complexity pa-
rameter c as 10, γ as 0.001 for both screen swiping and knob
rotation, and c as 5, γ as 0.01 for button clicking. To choose k
for kNN, we run tests with k ranging from 1 to 20. The best

k is 2 for button clicking, and 4 for the other two types of
authentications. For RF classifier, we test different number
of trees ranging from 50 to 200, and select the best number
as 80 for button clicking, and 100 for the other two.
Figure 8(a) shows the EERs of the three classifiers: SVM

performs slightly better than kNN and RF for button- and
touchscreen-based devices. So SVM is adopted in our work.
Impact of event number. An event for knob authentication
is the direction change of twisting, for touchscreen is the
direction change of swiping, and for button is the button
clicking. More events provide better security, but also require
longer time to authenticate, which hurts usability. Thus, the
event number is a trade-off between security and usability.

Figure 8(b) shows the EERs for the three types of authen-
tications with varying number of input events. As expected,
EER decreases as the event number increases. We also ob-
serve that four events are enough for knob and touchscreen
authentication to achieve a satisfactory accuracy, and three
button clicks can achieve an EER less than 0.02. We select five
events for the three types of devices considering both secu-
rity and usability. But the number of events can be configured
based on the demand; e.g., if the usability has a higher weight,
then three clicks for buttons and four events for knobs and
touchscreens are appropriate.
Impact of training dataset size. We evaluate the impact
of training dataset size on the classifier performance. The
training dataset size is defined as the number of users whose
samples are used for training. We train the classifier withm
(1 ≤ m ≤ 21 in a step of 2) users’ data and test it with the
data of the rest users (22 −m). Each user has 20 correlated
time sequence pairs and 20 uncorrelated ones. Figure 8(c)
shows the average EER for different number of training users.
It can be seen that a satisfactory accuracy can be achieved
when a training set size is larger than 13, and the accuracy
of the classifiers converges given more than 17 users.
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Figure 8: Impact of different parameters and experiment settings.

Impact of installation method. Devices may be installed
in different ways for various scenarios. We examine two com-
monly used installations: (a) mounting to walls and (b) in-
stalling/placing on the ground. The 22 participants in Dataset
II authenticate to devices mounted to a vertical board (Ia ). We
then recruit another 6 participants to access devices placed
on a table (Ib ). We use the dataset from Ia to train the SVM
classifier and test it on the dataset from Ib . The result in
Figure 8(d) shows that different installation methods have
little impact on the model performance.
Impact of sampling rate. A higher sampling rate can cap-
ture more subtle characteristics of sensor data, but it also
introduces higher burdens (e.g., data collection and commu-
nication) into the system. The burden mainly comes from the
wristbands as we need to collect all nearby wristbands’ data
and send the data to the server. To find the optimal sampling
rate for the wristband, we study the sampling rate ranging
from 10Hz to 100Hz at a step of 10Hz by downsampling the
original sensor data (100Hz).

Figure 8(e) shows the results. We observe that button click-
ing requires a sampling rate higher than 70Hz to achieve a
good performance, and knob rotation and screen swiping
only require a sampling rate higher than 40Hz.We thus select
a sampling rate of 80Hz, 60Hz, and 50Hz for button clicking,
screen swiping, and knob rotation, respectively.

Unseen devices of the same type.We have two knob-based
devices—the large and small knobs, and two button-based
devices—the rubber and plastic keypads.We examinewhether
our model trained on one device can work well on another
device with the same type of user interface.
The 22 participants in Dataset II perform rotation opera-

tions on the large knob, and clicking operations on the plastic
keypad. We recruit another 5 participants to authenticate to
the small knob and the rubber keypad. We train an SVM clas-
sifier using the data from the large knob and test it with the
small knob, and train another SVM classifier using the data
from the plastic keypad and test it with the rubber keypad.
The results in Figure 8(f) show that our model trained on
one IoT device works well on another device (of the same
category) that has not been seen during the training.

6.5 Feasibility of Using Smartphone

We also test the feasibility of our approach when a user
holds a smartphone for authentication. We recruit another 5
participants and ask them to hold a Google Nexus 5X smart-
phone to perform the corresponding authentication gestures
to the three types of devices. Note that most smartphones
have built-in inertial sensors for motion and orientation
tracking [65]; thus our approach can generalize well to most
smartphones. We use the data collected from the smartphone



Table 3: Authentication time.

Part Time (Std) ms

Performing button 1793 (524.8)

gesture knob 1348 (441.2)
screen 1036 (365.2)

Transferring 2s 64 (9.4)Accel./Gyro.
Data processing 28 (7.6)and running SVM

Table 4: False Acceptance Rate for mimicry attacks.

Attack Dev. 1 2 3 4 5 6 7 8 9 10 Avg.

Non-
button 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

expert
knob 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.1 0.02
screen 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.1 0.0 0.0 0.02

Expert
button 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.01
knob 0.0 0.0 0.1 0.1 0.0 0.0 0.1 0.1 0.0 0.1 0.05
screen 0.0 0.0 0.0 0.1 0.0 0.0 0.1 0.1 0.0 0.1 0.04

and the IoT devices to build a dataset for testing. We train a
SVM classifier using Dataset II, where 22 participants wear a
wristband for authentication. We obtain an EER of 0.0, 0.03
and 0.01 for button clicking, knob rotation and screen swip-
ing, respectively. We thus conclude that holding a phone for
authentication is feasible and works even better.

6.6 Efficiency and Energy Consumption

We next evaluate the response time of P2Auth. The response
time is defined as the time interval beginning at when a user
starts the authentication and ending at when P2Authmakes
a decision. It mainly consists of three parts: (a) the time
for performing an authentication gesture; (b) the time for
transmitting data to the server; and (c) the time for data
pre-processing and running the algorithm to make an au-
thentication decision. Table 3 shows the time consumed for
each part. The total response time is less than 2.5s. Thus,
P2Auth can make a decision quickly.
We also measure the energy consumption of our appli-

cation on the smartwatch. We let the smartwatch read 2.5s
acceleration data (or 2.5s gyroscope data) with a sampling
rate of 100Hz and send it to the server once every minute for
one hour (60 times of authentications are performed). For
comparison, we first measure the energy consumption when
the screen is always on, which is 37.3± 1.5mA per hour. The
energy consumption is increase to 48.6 ± 3.6mA per hour
when running our application while keeping the screen on.
It can infer that our application only consumes about 11.3mA
in average per hour (< 2% of the battery capacity).

6.7 Resilience to Mimicry Attacks

Based on our security analysis in Section 3.5, Attack-I can be
defeated by the gesture recognizer (Section 5.1), and Attack-
III can be prevented by proximity estimation and device
freezing. ForAttack-II,Attack-II (b) andAttack-II (c) are more
powerful than Attack-II (a). We thus focus on evaluating the
resilience of our system to Attack-II (b) and Attack-II (c).
In this study, we have 10 participants act as victims and

another 10 participants act as attackers. We first introduce

Table 5: Comparison with existing approaches.

Method [EER]|(FAR, FRR) Time(s) Event #

TouchAuth [70]
- | (0.02, 0.058)
- | (0.02, 0.011)

1
5

-
-

Zebra [41]
- | (0.0, 0.15)
- | (0.0, 0.10)

11
50

∼42
-

Touchalytics [14] [0.0—0.04]|- 11–43 11

P2Auth [0.007—0.021]|- ≤ 2.5 5

them the three authentication gestures that need to be per-
formed, and then tell them the purpose of this study: an
attacker operates on a device of the same type as the victim’s
and mimics the victim’s hand movements to fool our system.

In our experiment, we provide the attacker A with a clear
view of the victim V’s interactions with the device Dv by
placing Dv next to A, which models two cases: (a) A and
V are co-present physically, and (b) A has access to a video
such as a surveillance camera aimed at Dv . We consider our
experiment setting as an ideal environment for A, as in a
real attack, the environment tends to be more challenging
due to visual barriers.
Our experiment contains two sessions. (1) Attack-II (b):

In the first session, we ask A (non-expert) to follow V’s
operations in real time. (2)Attack-II (c): In the second session,
A (expert) is given more information (e. g., following the
time of each direction change in knob rotation and screen
swiping, and the time of ButtonDown and ButtonUp) and
asked to mimic V’s operations in real time. For each session,
V authenticates to each device for 10 times. Table 4 shows
the results. We can see that non-expert attackers achieve a
very low success rate; although expert attackers perform a
little better, it is still hard for them to mimic victims.

6.8 Comparison with Other Approaches

Table 5 shows the comparison of our work with some related
existing work. Our work achieves competitive results com-
pared with TouchAuth [70], and obtains better accuracies
than Zebra [41]. Moreover, our approach is more efficient



and usable than Zebra and Touchalytics [14] in terms of the
response time and the number of events needed for authen-
tication. For example, Zebra needs at least 11 seconds and
around 42 input events to determine the user identity, while
our system only needs up to 2.5 seconds and 5 events.

7 USER STUDY

This study is to evaluate the usability of P2Auth and com-
pare it with the mobile App, which is commonly used for
remote control of smart devices. We adopt Samsung’s Smart-
Things [57] mobile App.

7.1 Procedure

We recruit 30 participants in our university.Most are students
with the age ranging from 20 to 35. The experiment takes
place in our lab with two areas. In each area, we provide
three devices of the three categories.
We first explain the purpose of the study to them, and

solicit their informed consent to proceed. We explain the
two authentication methods and ask them to try each one
for several times. We tell them that the timestamp of each
operation they perform will be recorded.
For P2Auth, we introduce the three authentication ges-

tures and ask them to authenticate to the devices by perform-
ing the corresponding gestures. Note that the users do not
need to unlock the wearables before each authentication.

For the SmartThings App, we create a location (lab) with
two areas (rooms), and add three devices into each room in
the App. We randomly choose three devices and ask each
participant to authenticate to them by following the steps:
1) unlocking the smartphone via a swipe (no password is
required); 2) locating the SmartThings App, starting it and
logging in using an existing account; and 3) locating the
given device in the right room.
Note that each participant uses the two authentication

methods in random order. After that, the participants rank
the usability for each method by answering the questions
in the SUS (System Usability Scale), which is a well-known
standard for usability study and consists of a 10 item ques-
tionnaire with five response options [3]. Table 6 shows the
SUS questions adopted in our user study.

7.2 Results

SUS scores. With P2Auth, the mean SUS scores for knob
rotation, button clicking and screen swiping are 72.92± 7.06,
74.16±6.38, and 73.21±6.74, respectively. The mean score for
SmartThings App is 68.08 ± 7.22. Thus, P2Auth achieves a
higher usability score for our three authentication activities.
Time.We also compare the efficiency of the two authentica-
tion mechanisms by measuring the time each user spends
on authenticating to a device. For P2Auth, we measure the

Table 6: SUS questions adopted in the user study.

Question

1 I would like to use this authentication method frequently.
2 I found the method unnecessarily complex.
3 I thought the method was easy to use.
4 I think that I would need the support of a technical person

to be able to use this method.
5 I found the various steps in this method were well designed.
6 I thought there was too much inconsistency in this method.
7 I would imagine that most people would learn to use this

method very quickly.
8 I found the method very cumbersome to use.
9 I felt very confident using the method.
10 I needed to learn a lot of things before I could get going

with this method.

time for performing each of the three authentication ges-
tures (the same as the time of the first part in Table 3). For
SmartThings, we measure the time from the moment when
a user unlocks the phone and to the moment when the user
correctly locates the device. We do not consider the time
used for data communication and running authentication
algorithm because we only focus on the time taken for the
user to perform the authentication actions.

With P2Auth, the mean time for performing a gesture of
knob twisting is 1.49± 0.48s, for button clicking 1.69± 0.44s,
and 1.16 ± 0.31s for screen swiping. With SmartThings, the
mean time for locating a device is 16.2±4.2s. Our mechanism
is much more efficient.

8 RELATEDWORK

8.1 Proximity-Based Approaches

The proximity-based techniques have been adopted to de-
tect a user’s proximity to a device, such as ZIA [6], Apple’s
Auto Unlock [28], and Atama’s Sesame [40]. However, such
techniques can only confirm whether a user is nearby, but
not whether a user is actually using the device [41], resulting
in unintentional authentications if a user is just passing by
the device. Short-range radio communication technologies,
such as NFC [12], have been proposed to solve the limita-
tions above. However, the price of a wireless NFC reader is
relatively high and its size is large, which is not an option
for the inexpensive and small devices.
Finally, mafia fraud (i.e., radio relay) attacks have been

mature for radio based authentication [13, 19, 67]. How to
tackle them is being actively investigated [1, 7, 22].

8.2 Biometrics-Based Approaches

Physiological biometrics. Fingerprint and FaceID have
been successfully applied to mobile devices, but it requires
hardware modifications to integrate these sensors into each



IoT device. Heart-related information, such as heart defor-
mation [39], electrocardiogram (ECG) [56], photoplethysmo-
gram (PPG) [32, 58], and signal pulse response at the hand
palm [42], is also used for user identification. But it requires
special sensors integrated into IoT devices as well.
Behavioral biometrics.A body of work uses human behav-
ior information to identify users [8, 14, 18, 24, 37, 45, 51, 54,
55, 59, 66]. E.g., SenseTribute [18] requires the motion infor-
mation collected from multiple devices to correctly identify
the user. Moreover, it fails for devices that are not movable
or do not have motion sensors. Hallmarks [51] proposes to
prepare a dataset recording the gestures of every user when
she operates on every object, and infers the user based on
whether the person’s current gesture resembles the profiled
gesture, which makes it inconvenient to use. In a space with
only five users, its accuracy is 63.8%.
Many studies have been conducted on authentication to

computers and phones. They infer users based on their in-
teractions with devices, such as keystrokes dynamics [46],
mouse movements [76], and touchscreen operations [14, 36,
37, 64]. But they are not applicable to most IoT devices, have
low accuracies, and/or require a long interaction time. Our
approach does not use any behavioral biometrics, and does
not have these limitations.

8.3 Other Approaches

TouchAuth performs authentication by having the user wear-
ing a customized wristband touch an analog-to-digital (ADC)
pin of the IoT device [70]. But it requires hardware modifi-
cations of the device to expose an ADC pin, and can only
work with devices installed indoors. Moreover, hypotheti-
cally, attacks may be launched when a victim user touches
a malicious device and thus discloses her current potential:
assuming the attacker can fake a potential with the same
value and impose it onto the victim device, the authentication
approach will be fooled.
By holding the smartphone and the smart object (in one

hand) and shaking them together [43], the shared movement
sequence can be used for authentication. However, the ap-
proach assumes the smart object contains an accelerometer
sensor and the object should be shakable (i.e., small and mo-
bile). TAG [68] requires devices to be equipped with not only
an accelerometer sensor but also a vibration motor.

Karapanos et al. compare the ambient sound noise recorded
by the microphones of two devices (e. g., a smartphone and
a computer) to determine the proximity of the two devices,
which serves as one authentication factor [31]. However,
it requires each IoT device to have a built-in microphone.
Moreover, it is difficult to thwart co-located attacks where
two devices are close and share the same ambient. Further-
more, researchers show that this approach fails if attackers
introduce sound that dominates the ambient noise [62].

Zebra [41] is closely related to our work. Both Zebra and
ourwork can be categorized as “bilateral authentication” [41],
which uses information coming from two different sources
for authentication. Zebra uses mouse and keyboard inputs
to authenticate users at a computer, whereas we consider
IoT devices that have neither mice nor keyboards. Our work
further differs from Zebra in the following two aspects.
First, the goals are different. Zebra aims at implicit (i.e.,

without requiring explicit actions from users) authentication.
However, this goal also leads to a shortcoming that makes it
inappropriate for authenticating IoT users: Zebra has high
data collection overhead, requiring at least 11 second data
(about 42 user interactions) to correctly verify 85% of true
users and identify all adversaries. Our approach has an au-
thentication speed comparable with inputting a 4-digit PIN.
We only need 2.5 seconds (5 user interactions) for authenti-
cation and achieve AUC ≥ 0.997.
Second, the algorithms are different due to different in-

sights. Zebra segments the motion data and infers the user
input events from segments. It assigns a score (1 if the in-
ferred event matches the real event, and 0 otherwise) to each
segment before summing the scores up. Ours is a holistic
approach where the machine learning based classifier makes
the authentication decision based on features derived from
the very few but high-entropy timestamps of critical events,
in contrast to the inferred low-entropy event labels.

9 CONCLUSION

User authentication for IoT devices supports important appli-
cations including access control and device personalization.
However, due to lack of conventional UIs, cost constraints,
and high diversity, authentication for IoT devices has been
difficult to approach. Given that a clock exists in every smart
object, we use “timestamps” as a universal language for au-
thentication. The user wearing awristband or a smart ring (or
simply holding her smartphone) performs some very simple
operations on the device. Then, the motion trace extracted
from the wristband and timestamps from IoTs are converted
to features fed into amachine learningmodel, which achieves
AUC ≥ 0.997. Unlike prior state-of-the-art approaches, our
method can work with COTS devices without requiring any
special sensors or hardware modifications.
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